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History of IT4Innovations
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T. Kozubek, IT4Innovations, VSB-TUO

152 160 172
233

22
40

72

80

0

50

100

150

200

250

300

350

2016 2017 2018 2019

A
w

ar
d

e
d

al
lo

ca
ti

o
n

in
 m

ill
io

n
co

re
h

o
u

rs

Comparison of demand for computational resources within Open Access Calls 
between 2016 and 2019

Awarded allocation Difference between the demand and allocated amount



• Open access
• Grant competition announced three times a year (February, June, October) for employees and 

students of research and educational organizations

• Directors’ discretion
• An application can be filed any time. Computing time is assigned irregularly based on an 

assessment by IT4Innovations

• National node of EU HPC infrastructures
• Partnership for Advanced Computing in Europe (PRACE)
• European Technology Platform for High (ETP4HPC)
• EuroHPC Joint Undertaking (EuroHPC JU)

• Training and educational activities
• More than 10 events annually
• 6 PRACE seasonal schools 
• PRACE Training Centre – 4 two days events in 2018-2021
• National Centre of Competence in HPC since 2020

• User support
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Infrastructure services
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EuroHPC supercomputers

33 European countries

CZ member from January 2018

• Build European HPC infrastructure
• 5 petascale supercomputers

• Karolina (CZ)
• Meluxina (LU)
• Deucalion (PT, ES)
• Vega (SI)
• PetaSC (BG)

• 3 pre-exascale supercomputers
• LUMI (FI,SE,NO,DK,BE,PL,CH,CZ, EE, IS) 

• R_Max 380PFLOPS (LINPACK), 207.1M€

• BSC (ES, ES, HR, PT, TR)
• Leonardo (IT, SI, SK, AT, HU)

• Support Research and Innovation in HPC
• HPC Centers of Competence ( EuroCC)
• Support industry/SMEs
• Support training and education in HPC
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Karolina EuroHPC Supercomputer

Performance to be installed:
R_Peak: 15,2PFlop/s
R_Max: 9,4PFlop/s  (LINPACK)
R_AI: 350PFlop/s (DeepLearning)
Universal partition: 2,8 PFlop/s (LINPACK) (720 nodes)
Accelerated partition: 6,6PFlop/s (LINPACK) (70 nodes)

350 PFlop/s (DeepLearning)
Data analytics partitition: 40TFlop/s (LINPACK)
Cloud partitition: 131TFlop/s (LINPACK) (36 nodes)

Estimated top500 ranking:
Ranking (1H2021): 
1. #70 Accelerated partition of Karolina
2. #149 Universal partition of Karolina
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Development of Smart Platforms

High-End Application Execution Middleware

Crisis management and decision support, https://floreon.eu HPC-ready platform for Massively Parallel Sequencing

Urban Thematic Exploitation Platform
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Digital Innovation Hub in HPC

HPC & HPDA  infrastructure & services

The most powerful public supercomputing infrastructure in Czech republic

Digital Innovation Hub Ostrava – IT4I & MSIC

Infrastructure provider   ★ HPC adoption programme ★ Collaborative research ★ Training & education

Advanced computing
and simulations

Virtual prototyping
Digital twins

Big data
Machine learning

Visualisation
Virtual reality 
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http://www.sygic.com/
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International projects and partnerships

Education PartnershipsInfrastructure

HPC, HPDA, AI, NANO Industry support
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Thank you for your attention!

http://sctrain.eu/
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