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\/SC — Austria SCtrain

VSC —joint high performance computing (HPC) facility of Austrian universities
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VSC is primarily
devoted to research.
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VSC — Mission SCtrain

* Within the limits of available resources we satisfy the HPC needs of our users.

 Provide and maintain the hardware & all services that are needed to use it.

« VSC-1 (2009) 35 TFlop/s
e VSC-2 (2011) — 135 TFlop/s
« VSC-3 (2014) — 596 TFlop/s
e \VSC-4 (2019) 2.7 PFlop/s
e VSC-5 (2021)
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VSC-5 —soon to come TIENNA
VSC-3+ (2018) = GPUs RJCIENT
770 nodes C
2 AMD EPYC Milan
VSC-4 (2019) 64 cores/CPU
512 GB/node (1 TB/ 2 TB)
790 nodes
864 nodes 2 Intel Skylake Platinum CPUs 60 GPU nodes 2 NVIDIA A100
2 Intel Ivybridge CPUs 24 cores/CPU
10 cores/CPU 96 GB/nodes (384 GB / 768 GB) =
64 GB/nodes (256 GB)
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VSC - Skills Development — SCtrain

Only informed users can use HPC resources efficiently.

VSC Training and Education Program
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Training and Skills Development

» VSC Training: vsc.ac.at/training
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» PRACE Training Centre (PTC)
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* EuroHPC -> partner @ LEONARDO SR

(EuroHPC pre-exascale system)

— access to EuroHPC systems
- EuroCC
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Thank you for your attention!

http://sctrain.eu/
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